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 Scientific research in conjunction with Los Alamos 
National Laboratory 
ocean modelers 

 The work has focused on 
long-lived, 100 km vortices 
called mesoscale eddies 

 Work has appeared 
at EuroVis 2011 and will 
appear at IEEE Vis 2011 

 Current work focuses 
on the role of eddies in 
regulating temperature 
and salt concentration in 
the ocean 
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 Eddies are involved in heat, salt, and nutrient transport, but the 
process is not well understood 

 Using the Okubo-Weiss 
parameter (contours in 
black), we compute the 
temperature flux into 
(cyan) and out of 
(magenta) eddies in the 
Gulf Stream 

 Our ongoing analysis 
indicates complicated 
"daisy-chained" fluxing 
between eddies, 
possibly driving the 
shape of the Gulf Stream 



• Consistent GUI (Qt) 
• Multiple OS support 
• Python scripting 
• Provenance 
• Powerful graphics  
• Easily extensible 
• Loosely and tightly 

coupled workflows 
• Parallelism 
• Remote execution 
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 >git clone git://uv-cdat.llnl.gov/uv-cdat.git 

 

 >cmake-gui ../source 

 

 >make –j8 

 

 >./bin/vcdat 
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 Provides transparent builds on Linux and Mac 

 Simple three step build process 
• Compiles and installs over 40 packages 
• Packages consist of over 7 million lines of 

C/C++/FORTRAN/Python code 

 Successfully transitioned to CMake Build System. 

 Improves productivity by removing build system as a 
hurdle to development. 
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 Decompose data on time and space boundaries  
•  Align the problem to existing parallel hardware 
•  improves overall processing time 

 Validated on Jaguarpf with Ocean Data 

 Required engineered changes to ParaView  
• Added an MPI Communicator structure 

 Outcome – Climate scientists can produce 
visualizations of time series much more quickly 
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 Generating new use-cases for Ocean analysis 
• Not everything is easily parallelized (eddies) 
• Implementing many as ParaView filters 

 Spatio-Temporal Implementation in ParaView  
• a key component of UV-CDAT 
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 Many climate models output a separate file for each 
time step.  In order to visualize how a particular variable 
changes over time, each individual file must be opened 
and processed. 

 Added new classes to VTK to execute a single 
visualization pipeline on multiple files simultaneously  

 An ‘embarrassingly parallel’ task, but it offered the 
opportunity for enormous speedup. 
• When running on Jaguar, could render dozens of images 

simultaneously  
• Scalability was  limited by the filesystem performance. 
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 UV-CDAT (alpha) is very close to being released 

 

 You can start creating your own analysis code right 
now 

 

 WE WANT TO HEAR FROM YOU!!! 
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